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Evaluating different approaches that test
whether microbial communities have
the same structure

Patrick D Schloss
Department of Microbiology, University of Massachusetts—Amherst, Amherst, MA, USA

As microbial ecology investigations have progressed from descriptive characterizations of a
community to hypothesis-driven ecological research, a number of different statistical techniques
have been developed to describe and compare the structure of microbial communities. Thus far,
these methods have only been evaluated using 16S rRNA gene sequence data obtained from
incomplete characterizations of microbial communities. In this investigation, simulations were
designed to test the statistical power of different methods to differentiate between communities with
known memberships and structures. These simulations revealed three important results that affect
how the results of the tests are interpreted. First,

R
-LIBSHUFF, TreeClimber, UniFrac, analysis of

molecular variance (AMOVA) and homogeneity of molecular variance (HOMOVA) compare the
structure of communities and not just their memberships. Second,

R
-LIBSHUFF is unable to detect

cases when one community structure is a subset of another. Third, AMOVA determines whether the
genetic diversity within two or more communities is greater than their pooled genetic diversity, and
HOMOVA determines whether the amount of genetic diversity in each community is significantly
different.

R
-LIBSHUFF, TreeClimber and UniFrac lump these and other factors together when

performing their analysis making it difficult to discern the nature of the differences that are detected
between communities. These findings demonstrate that when correctly employed, the current
statistical toolbox has the ability to address specific ecological questions concerning the
differences between microbial communities.
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Introduction

The field of microbial ecology has entered an
exciting scientific period. Reduced sequencing costs
and high-throughput sequencing and analysis are
allowing experimental investigations of important
ecological hypotheses (Horner-Devine et al., 2004;
Eckburg et al., 2005; Ley et al., 2005; Schloss and
Handelsman, 2006c). A traditional experiment in-
volves generating a clone library where each clone
harbors a PCR amplification product generated
using conserved primers (for example, 16S rRNA
gene fragments) followed by sequencing a limited
number of clones (Pace et al., 1985). Generally,
several sequence collections are generated from
separate communities and compared. Each clone
library must be intensively sampled to obtain
adequate coverage as many microbial communities

contain 102–104 species distributed among more
than 109 cells per gram of biomass (Whitman et al.,
1998). Considering it is impossible to complete a
total census of every cell in these communities, a
growing number of statistical approaches have been
proposed for describing and comparing microbial
communities.

Three general approaches have been pursued. The
first approach, which is employed in tools such as
DOTUR (Schloss and Handelsman, 2005) and SONS
(Schloss and Handelsman, 2006a), assigns se-
quences to operational taxonomic units (OTUs)
based on the genetic distance between sequences.
The abundance distribution of sequences among
OTUs provides the parameters necessary to estimate
the richness, evenness and ecological diversity (that
is, the combination of richness and evenness) of
individual communities as well as the richness of
OTUs shared between communities. A second
approach, which is used in LibraryCompare (Cole
et al., 2007), compares two communities by using a
reference database. A third set of approaches, which
is used in LIBSHUFF/

R
-LIBSHUFF (Singleton et al.,

2001; Schloss et al., 2004), TreeClimber (Martin,
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2002; Schloss and Handelsman, 2006b), UniFrac
(Lozupone and Knight, 2005; Lozupone et al., 2006,
2007) and in the analysis of molecular variance
(AMOVA, Martin, 2002), use a Monte Carlo testing
procedure to evaluate differences between each
community. Each of these approaches has been
utilized in a complimentary manner to reveal novel
insights into the microbial ecology of diverse
habitats.

All of these methods are phylogenetic in that they
measure differences between communities based on
the differences between sequences. The OTU-based
approach is popular because it is possible to obtain a
quantitative description of a community and its
similarity to other communities; it is limited
because a large number of sequences are necessary
to minimize the underestimation of richness due to
inadequate sampling (Schloss and Handelsman,
2006c). The database-based approach is limited
because it is based on making comparisons to an
incomplete representation of biodiversity within
public databases. The Monte Carlo testing proce-
dure-based methods are advantageous because they
do not require a large number of sequences to detect
significant differences; however, the precise nature
of the hypotheses tested by these procedures is not
clear. For instance, the generic hypothesis of these
methods is that they test whether two or more
communities are the same. But this is a relatively
generic and uninteresting hypothesis. Is community
B a subset of community A? Is the membership or
the structure (that is, the relative abundance of
members of a community) of communities A and B
different? Unfortunately, these tools have not been
thoroughly evaluated to determine the nature of the
statistical hypotheses they are testing.

Here, I perform a systematic evaluation and
comparison of the different Monte Carlo testing
procedures using simulated communities with
defined structures. The goal of these simulations
was to understand how the tests differ and to
propose a scheme for comparing communities and
interpreting their results. As the field of experi-
mental microbial ecology continues to mature it is
essential that the field thoroughly understand these
methods to design more robust experiments and
make sound ecological inferences from the results of
their studies.

Methods

Simulations
Although the current suite of statistical methods has
been extensively applied to published 16S rRNA
sequence collections, they have not been applied to
sequence collections that were sampled from com-
munities where the membership, structure and
overlap of communities was known. This has
limited the ability to account for the conflicting
results one obtains from analyzing the same data set

with different techniques. To test and evaluate the
performance of tools used to compare microbial
communities, I instead simulated the analysis of
simple microbial communities with specified char-
acteristics. A typical experiment using 16S rRNA
sequence collections involves collecting several
hundred sequences from multiple communities.
When one uses one of the Monte Carlo-based
statistical approaches to test for the presence of
significant differences between the communities, a
distance matrix is generally constructed to represent
the genetic diversity (that is, the average genetic
distance between all pairs of sequences) contained
within and between communities. Ordination meth-
ods are often used to graphically represent these
distance relationships in a two-dimensional space
(Legendre and Legendre, 1998). On the basis of the
clustering of points, in which each represent a
sequence, one can qualitatively describe the cluster-
ing of the sequences according to various treat-
ments.

To simulate these types of experiments, I sampled
clusters of sequences from a two-dimensional space
by drawing points from circles or ellipses with
known shapes and densities. Biologically, the
diameter or length represented the maximum genet-
ic diversity between any pair of sequences within a
community. The area of the circle was proportional
to the richness and described the membership of the
community. The density distribution of points
within the circle was proportional to the evenness.
The centroid of each circle (that is, its center of
mass) represented the point that corresponds to a
sequence with average genetic diversity. By varying
the distance between the centroid of each circle and
their radius, it was possible to vary the amount of
genetic diversity within each community and the
fraction of membership that was shared between the
communities. Although the ecological meaning is
unclear, it was also possible to simulate ellipses that
had the same richness, evenness, length, width,
density and centroid, but were pivoted with respect
to each other so that they did not share their entire
membership.

The specific conditions used to generate each
community are described with the results of the
simulations. Each simulation consisted of 1000
independent replications. Except where noted, each
replication consisted of drawing 200 points from
each community and calculating the pairwise
Euclidean distance among all points within a single
community as well as between all of the points
within a separately defined community. Each com-
munity was defined so that the maximum distance
between any two points within that community was
0.300 units. These conditions allowed us to simulate
the sampling intensity and biodiversity commonly
found within a generic 16S rRNA gene sequence
collection.

For each simulation, the 1000 distance matrices
were analyzed using all of the available methods.
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I measured the probability of falsely detecting a
significant difference (that is, a) by the fraction of
matrices that yielded a significant P-value when the
communities were identical. I measured the stati-
stical power to correctly detect significant differences
(that is, 1�b) by the fraction of matrices that yielded
a significant P-value when the communities were
different. By increasing the number of individuals
sampled from each simulated community, I was able
to measure the relationship between sampling
intensity and statistical power.

R
-LIBSHUFF

LIBSHUFF and
R

-LIBSHUFF implement the Cra-
mer-von Mises statistic to test the generic hypothesis
that two communities are the same (Singleton et al.,
2001; Schloss et al., 2004). The difference in
implementations is primarily cosmetic except that
LIBSHUFF uses a discrete summation to calculate
the statistic, whereas

R
-LIBSHUFF (below) uses a

continuous integration:

DCAB ¼
Z1

0

CAðDÞ � CABðDÞð Þ2dD

where CA and CAB represent the coverage within
community A and the coverage of community A
onto community B. Both coverage values are
dependent on the distance (D) considered
around each point. P-values for the observed DCAB

and DCBA values were determined by determining
the fraction of 10 000 matrix permutations that
resulted in DCAB and DCBA values that were greater
than or equal to the observed values. A modified
version of

R
-LIBSHUFF was used to facilitate the

analysis of a large number of distance matrices
(http://www.plantpath.wisc.edu/fac/joh/s-libshuff.
html).R

-LIBSHUFF generates two P-values for each
comparison so that the total number of P-values is
equal to 2(n�1), where n is the number of treatments
under consideration. Because multiple P-values are
generated, it is necessary to correct the experiment-
wise false discovery error using the Bonferroni or
another type of correction for multiple comparison.
As each distance matrix represented a comparison
of two libraries, I considered a P-value to be
significant if it was below 0.025. In the past, if
both P-values were significant, then the commu-
nities were said to be different and if only one
P-value was significant, then one community repre-
sented a subset of the other community. On the basis
of this logic, I devised two tests. The first test
(‘strict’) considered the observed differences bet-
ween two communities to be statistically significant
only if both P-values were significant. The
second test (‘relaxed’) considered the observed
differences between two communities to be statisti-
cally significant different if either P-value was
significant.

Parsimony test
In the parsimony test, the external branches of user-
supplied phylogenetic trees are labeled using iden-
tifiers specific to each treatment and then deter-
mines the number of changes along the tree that are
necessary to account for the clustering of the
identifiers using Fitch’s parsimony method (Fitch,
1971; Maddison and Slatkin, 1991; Martin, 2002).
An unlimited number of treatments can be com-
pared using this approach without having to use a
correction for multiple comparisons. The signifi-
cance of the parsimony score has been determined
using two approaches. In the original approach,
which is implemented in TreeClimber (http://
www.plantpath.wisc.edu/fac/joh/treeclimber.html),
trees with random topologies are generated and
scored (Maddison and Slatkin, 1991; Martin, 2002;
Schloss and Handelsman, 2006b). An alternative
approach uses the topology of the user-supplied
tree, but randomizes the labels (Lozupone and
Knight, 2005). In either case, the parsimony score
is calculated for 1000 trees and the fraction of trees
with a parsimony score equal to or less than the
observed tree score is used as the P-value. Any
P-values less than 0.05 were considered significant.
For this study, dendrograms were generated from
each distance matrix using the neighbor-joining tree
algorithm implemented in the neighbor program
from the PHYLIP package (http://evolution.genetics.
washington.edu/phylip.html).

UniFrac
Two methods have been implemented in UniFrac to
measure the fraction of the branch length in a
phylogenetic tree that is unique to any community
(Lozupone and Knight, 2005; Lozupone et al., 2006,
2007). The method has been designed to test the
hypothesis that lineages from two or more commu-
nities are undergoing equal rates of evolution. The
unweighted approach calculates the ratio of branch
length unique to any community to the total branch
length in the tree (U). The weighted approach
divides the total branch length of a tree among the
different communities using the formula:

W ¼

PN
i¼1

li
Ai

AT
� Bi

BT

��� ���
PS
j¼1

Lj

where N is the number of nodes in the tree, S is the
number of sequences represented by the tree, li is the
branch length between node i and its ‘parent,’ Lj is
the total branch length from the root to the tip of the
tree for sequence j, Ai and Bi are the number of
sequences from communities A and B that descend
from the node, and AT and BT are the total number of
sequences from communities A and B. Random
distributions are obtained using the topology of the
user-supplied tree and randomizing the labels 1000
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times followed by calculating U and W. Each P-value
represents the number of randomizations that gen-
erate a U- or W-value equal to or greater than the
observed values. I validated my implementation of
both methods by manually calculating U and W
from selected trees as well as using the online
version of UniFrac (http://bmf2.colorado.edu/unifrac/
index.psp). Those P-values less than 0.05 were
considered significant.

Analysis of molecular variance
Analysis of molecular variance is a nonparametric
analog of traditional analysis of variance. This
method is widely used in population genetics to
test the hypothesis that genetic diversity within two
populations is not significantly different from that
which would result from pooling the two popula-
tions (Excoffier et al., 1992; Anderson, 2001; Martin,
2002). The AMOVA statistic was calculated by

SSW ¼ 1

n

XN�1

i¼1

XN

j¼iþ1

d2
ijeij

where n is the number of sequences per treatment, N
is the number of sequences, dij is the distance
between sequences i and j, and eij is 1 when i and j
are from the same treatment and 0 when they are
from different treatments. A P-value is calculated by
measuring the fraction of 1000 randomizations of
the rows and columns in a distance matrix where
the observed SSW is less than or equal to the
randomized SSW values. Those P-values less than
0.05 were considered significant.

Homogeneity of molecular variance
Homogeneity of molecular variance (HOMOVA) is a
nonparametric analog of Bartlett’s test for homo-
geneity of variance, which has been used in
population genetics to test the hypothesis that the
genetic diversity within two or more populations is
homogeneous (Stewart and Excoffier, 1996); this test
has not been used in the microbial ecology litera-
ture. The HOMOVA statistic is calculated by

B ¼
N � Pð Þ ln SSW

N�P

� �
�

PP
i¼1

Ni � 1ð Þ ln SSWi

Ni�1

� 	

1 þ 1
3 P�1ð Þ

PP
i¼1

1
Ni�1 � 1

N�P


 �

where N is the total number of sequences in the
study, P is the number of treatments, Ni is
the number of sequences in treatment i, and SSWi is
the amount of SSW contributed by treatment i. The
P-value of the observed B is determined by measuring
the fraction of 1000 randomizations of the rows and
columns in the distance matrix, where the observed
B is greater than or equal to the randomized
B-values. Those P-values less than 0.05 were
considered significant.

Results

Comparing communities with different centroids, but
the same genetic diversity
To simulate the sampling of community A, I drew
200 uniformly distributed random points from a
circle with a radius of 0.150. This resulted in the
maximum distance between any two points being
0.300, which is approximately the distance between
sequences from different phyla. To simulate the
sampling of community B, I drew 200 uni-
formly distributed random points from circles that
varied in the distance between the centroids of the
circles representing the two communities. By chan-
ging the distance between centroids from 0.000 to
0.300, it was possible to simulate conditions where
the two communities had the same genetic diversity,
but where community A shared 0%, 80%, 90%,
95% and 100% of its membership with community
B (Table 1; left to right). As expected, when I
considered the case where 100% of the membership
was shared between both communities, TreeClim-
ber, UniFrac (both variants), AMOVA and HOMOVA
each had a false detection rate that was not
significantly different from 0.05 (95% confidence
interval between 0.036 and 0.064). When usingR

-LIBSHUFF, the strict rule yielded a false detection
rate of 0.008 and the relaxed rule yielded a false
detection rate of 0.047. Therefore, except where
noted, the relaxed rule was used in subsequent
analysis instead of the strict rule so that it was
possible to achieve a false detection rate of 0.05
using

R
-LIBSHUFF.

As anticipated, changing the distance between the
centroids of the two circles representing commu-
nities A and B, while maintaining constant radii for
the circles, resulted in an increased frequency of
significant P-values for TreeClimber, UniFrac, AMO-
VA and

R
-LIBSHUFF (Table 1). These fractions

represent the statistical power of the test under
each condition. When communities with the same
genetic diversity, but different memberships were
analyzed, the power of the AMOVA test was super-
ior to that of the unweighted UniFrac, which was
superior to that of the weighted UniFrac, TreeClim-
ber and

R
-LIBSHUFF tests. To obtain a statistical

power of 0.80 using AMOVA when the circles had
the same radius but were offset so that 95% of
community A was shared with community B would
require sampling at least 750 points from each
community.

Comparing communities that have the same centroid,
but are a subset of each other
By setting the centroids of communities A and B at
the same point, but reducing the radius of the circle
representing community B, I was able to test the
sensitivity of the different methods to the hetero-
geneity of genetic diversity (Table 1; top to bottom).
This may be analogous to comparing a community
before and after a perturbation, and the finding that
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the perturbation selected for a subset of the
community. For these simulations, I varied the
radius of the circle representing community B
between 0.116 and 0.150, so that community
A shared 80%, 90%, 95% and 100% of its member-
ship with community B. These simulations
indicated that when one community represented a
subset of the other, the statistical power of HOMO-
VA was superior to unweighted UniFrac, which was
superior to weighted UniFrac, TreeClimber andR

-LIBSHUFF (Table 1). As expected, when using
AMOVA the fraction of significant randomizations
within each simulation did not vary significantly
from 0.05.

Interestingly,
R

-LIBSHUFF was unable to detect
community B as a subset of community A. On the
basis of the typical interpretation of P-values
generated from

R
-LIBSHUFF, one would expect the

comparison between community B and A (DCBA) not
to be significant while the comparison between A
and B (DCAB) would be significant. Instead, it
was equally likely that either P-value would be

significant and the other not significant. For exam-
ple, in the case where community B contained 90%
of the membership found in community A, DCAB

was significant and DCBA was not significant in 121
randomizations, and DCBA was significant and DCAB

was not in 113 randomizations out of 1000. Both
DCAB and DCBA were significant in 94 of the
randomizations. These data demonstrate thatR

-LIBSHUFF can only detect differences in the
structures of communities, not whether one com-
munity structure is a subset of another.

In this set of simulations, the statistical power of
HOMOVA was routinely greater than that of the
other tests. To obtain a statistical power of 0.80
using HOMOVA when the circles had the same
centroid, but community B shared 95% of its
membership with community A, would require
sampling at least 2000 points from each community.
When I ran simulations that varied both the distance
between the centroids of each community and the
radius of the circles, the power to detect differen-
ces using AMOVA, TreeClimber, UniFrac and

Table 1 Performance of statistical tests in detecting differences between simulated communities with known properties

Offset of community B compared with community A 

Radius of 
community B 

0.000 0.012 0.047 0.096 
0.300 

0.150 Overlap: 100%
TreeClimber: 0.053 
UniFrac: 0.051 
WUniFrac: 0.050 
∫-LIBSHUFF: 0.053 
AMOVA: 0.051 
HOMOVA: 0.056 

Overlap: 95%
TreeClimber: 0.086 
UniFrac: 0.216 
WUniFrac: 0.163 
∫-LIBSHUFF: 0.057 
AMOVA: 0.293 
HOMOVA: 0.051 

Overlap: 90%
TreeClimber: 0.969 
UniFrac: 1.000 
WUniFrac: 0.998 
∫-LIBSHUFF: 0.999 
AMOVA: 1.000 
HOMOVA: 0.046 

Overlap: 80%
TreeClimber: 1.000 
UniFrac: 1.000 
WUniFrac: 1.000 
∫-LIBSHUFF: 1.000 
AMOVA: 1.000 
HOMOVA: 0.015 

Overlap: 0% 
TreeClimber: 1.000 
UniFrac: 1.000 
WUniFrac: 1.000 
∫-LIBSHUFF: 1.000 
AMOVA: 1.000 
HOMOVA: 0.017 

0.146 Overlap: 95%
TreeClimber: 0.053 
UniFrac: 0.067 
WUniFrac: 0.056 
∫-LIBSHUFF: 0.050 
AMOVA: 0.048 
HOMOVA: 0.149 

Overlap: 92%
TreeClimber: 0.110 
UniFrac: 0.272 
WUniFrac: 0.152 
∫-LIBSHUFF: 0.088 
AMOVA: 0.273 
HOMOVA: 0.162 

Overlap: 78%
TreeClimber: 0.977 
UniFrac: 1.000 
WUniFrac: 1.000 
∫-LIBSHUFF: 1.000 
AMOVA: 1.000 
HOMOVA: 0.121 

Overlap: 58%
TreeClimber: 1.000 
UniFrac: 1.000 
WUniFrac: 1.000 
∫-LIBSHUFF: 1.000 
AMOVA: 1.000 
HOMOVA: 0.071 

Overlap: 0% 
TreeClimber: 1.000 
UniFrac: 1.000 
WUniFrac: 1.000 
∫-LIBSHUFF: 1.000 
AMOVA: 1.000 
HOMOVA: 0.067 

0.134 Overlap: 90%
TreeClimber: 0.395 
UniFrac: 0.790 
WUniFrac: 0.128 
∫-LIBSHUFF: 0.328 
AMOVA: 0.041 
HOMOVA: 0.964 

Overlap: 90%
TreeClimber: 0.468 
UniFrac: 0.895 
WUniFrac: 0.283 
∫-LIBSHUFF: 0.527 
AMOVA: 0.321 
HOMOVA: 0.968 

Overlap: 70%
TreeClimber: 0.994 
UniFrac: 1.000 
WUniFrac: 0.999 
∫-LIBSHUFF: 1.000 
AMOVA: 1.000 
HOMOVA: 0.951 

Overlap: 52%
TreeClimber: 1.000 
UniFrac: 1.000 
WUniFrac: 1.000 
∫-LIBSHUFF: 1.000 
AMOVA: 1.000 
HOMOVA: 0.899 

Overlap: 0% 
TreeClimber: 1.000 
UniFrac: 1.000 
WUniFrac: 1.000 
∫-LIBSHUFF: 1.000 
AMOVA: 1.000 
HOMOVA: 0.941 

0.116 Overlap: 80%
TreeClimber: 0.999 
UniFrac: 1.000 
WUniFrac: 0.810 
∫-LIBSHUFF: 1.000 
AMOVA: 0.044 
HOMOVA: 1.000 

Overlap: 80%
TreeClimber: 0.998 
UniFrac: 1.000 
WUniFrac: 0.856 
∫-LIBSHUFF: 1.000 
AMOVA: 0.361 
HOMOVA: 1.000 

Overlap: 57%
TreeClimber: 1.000 
UniFrac: 1.000 
WUniFrac: 1.000 
∫-LIBSHUFF: 1.000 
AMOVA: 1.000 
HOMOVA: 1.000 

Overlap: 42%
TreeClimber: 1.000 
UniFrac: 1.000 
WUniFrac: 1.000 
∫-LIBSHUFF: 1.000 
AMOVA: 1.000 
HOMOVA: 1.000 

Overlap: 0% 
TreeClimber: 1.000 
UniFrac: 1.000 
WUniFrac: 1.000 
∫-LIBSHUFF: 1.000 
AMOVA: 1.000 
HOMOVA: 1.000 

Abbreviations: AMOVA, analysis of molecular variance; HOMOVA, homogeneity of molecular variance.
The gray box represents communities that are not different from each other. The decimal values represent the fraction of 1000 simulations that
had a significant P-value.
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R
-LIBSHUFF increased as the level of overlap

decreased between the communities. The power of
HOMOVA to detect differences between the two
communities decreased as the overlap between
communities decreased. This is analogous to the
negative effect departures from homoscedasticity
has on the statistical power of classical analysis of
variance (Sokal and Rohlf, 1995).

Testing for differences when communities have the
same genetic diversity, centroid and abundance
distribution but different memberships
In these simulations, each community was repre-
sented as an ellipse with a length of 0.30, width of
0.15 and the same centroid. I altered the member-
ship of the communities by pivoting the ellipse
representing community B while fixing community
A (Table 2). As expected, for each set of conditions,
AMOVA and HOMOVA were unable to detect
differences between the communities. Power analy-
sis of the remaining tests showed that unweighted
UniFrac had superior power compared with
TreeClimber and weighted UniFrac, which had
superior power compared with

R
-LIBSHUFF when

communities had the same genetic diversity,
centroid and abundance distribution, but different
memberships. The ecological relevance of such a
scenario is unclear; however, it does indicate that
there are situations that specific statistical tests are
presently unable to detect differences in community
structure.

Testing differences in community structure
Because the communities generated for the simula-
tions represented in Table 1, each had a uniform
abundance distribution; it is clear that these
tests can differentiate between communities with
different memberships. Less clear is whether the
tests can differentiate between differences in com-
munity structure when they have the same member-
ship. This would represent a scenario where an
environmental perturbation alters the distribution of
a community while not affecting the membership.
To test the ability to detect differences in community
structure, I constructed two communities, which
each had the same membership. The abundance of
members within community A was uniformly
distributed (for example, Table 3, r0.50) and the
abundance members of community B were either
clumped to the periphery or centroid of the circle
(for example, Table 3, r0.01 or r2.00). I found that each
test was able to detect differences between the
communities. This indicates that the methods are
sensitive to differences in the abundance distri-
bution of communities with the same membership.
When the abundance distribution of community B
was skewed so that the centroid was not the
geometric center of the circle, AMOVA was able to
detect differences between the communities (data
not shown). Also, because the genetic diversity was
not the same in each community, HOMOVA
was able to detect differences between the commu-
nities even though their memberships were
identical.

In these simulations, the trend in the power of the
various tests was different than those I observed
when the communities had a uniform abundance
distributions. Similar to the earlier simulations,
HOMOVA routinely had the best power to detect

Table 2 Performance of statistical tests in detecting differen-
ces between simulated communities with the same genetic
diversity, centroid and abundance distribution, but different
membership

Profiles of 
simulated 

communities

Simulation 
results 

Pivot=0°
Overlap: 100%
TreeClimber: 0.052 
UniFrac: 0.042 
WUniFrac: 0.051 
∫-LIBSHUFF: 0.049 
AMOVA: 0.050 
HOMOVA: 0.052 

Pivot=6°
Overlap: 95%
TreeClimber: 0.106 
UniFrac: 0.209 
WUniFrac: 0.086 
∫-LIBSHUFF: 0.073 
AMOVA: 0.046 
HOMOVA: 0.050 

Pivot=12°
Overlap: 90%
TreeClimber: 0.326 
UniFrac: 0.782 
WUniFrac: 0.343 
∫-LIBSHUFF: 0.252 
AMOVA: 0.055 
HOMOVA: 0.051 

Pivot=26°
Overlap: 80%
TreeClimber: 0.987 
UniFrac: 1.000 
WUniFrac: 0.979 
∫-LIBSHUFF: 1.000 
AMOVA: 0.054 
HOMOVA: 0.053 

Pivot=71°
Overlap: 60%
TreeClimber: 1.000 
UniFrac: 1.000 
WUniFrac: 1.000 
∫-LIBSHUFF: 1.000 
AMOVA: 0.059 
HOMOVA: 0.054 

Abbreviations: AMOVA, analysis of molecular variance; HOMOVA,
homogeneity of molecular variance.
The gray box represents communities that are not different from each
other. The decimal values represent the fraction of 1000 simulations
that had a significant P-value.
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differences of the methods when the community
memberships were the same, but the structures were
different. However, in this set of simulations
TreeClimber had the next best power followed by
weighted UniFrac and

R
-LIBSHUFF, which was

superior to unweighted UniFrac. The relative power
of weighted UniFrac method over unweighted
UniFrac was the opposite of what I observed in the
uniformly distributed communities. This may be
because the weighted approach puts greater empha-
sis on closely related individuals from the same
community than the unweighted approach.

Use of test statistics as a measure of similarity between
communities
Since its publication in 2005, numerous studies
have used the generic UniFrac approach to perform
statistical hypothesis tests and to generate dendro-
grams and ordination plots showing the similarity
between multiple communities (Lozupone and
Knight, 2005, 2007; Ley et al., 2005; Lozupone
et al., 2006, 2007; Rawls et al., 2006; Turnbaugh
et al., 2006; Fierer et al., 2007; Frank et al., 2007;
Lamarche and Hamelin, 2007; Liu et al.,
2007; Walker and Pace, 2007; Wallenstein et al.,
2007; Yamada et al., 2007). Because U and W scale
between 0 and 1, they appear to be convenient
distance measures to describe the dissimilarity in
community memberships; however, their use as a
distance metric has not been validated using data

from communities where the actual membership,
structure and overlap were known. Ideally, a
distance would have a linear correlation with the
fraction of overlap between communities and be
insensitive to sampling.

To test the correlation of U and W with the actual
overlap between two communities, I plotted the
observed values of U and W from the simulations
performed in Tables 1 and 2 as a function of the
membership overlap between them (Figure 1).
Although there was considerable variation in the
values of U and W for a specific level of overlap
between the communities, there was a strong
correlation between the statistic values and the
actual distance between the communities
(RU¼ 0.97 and RW¼ 0.90; Figure 1a). There was also
a strong correlation between U and W-values
(R¼ 0.94; Figure 1b). Interestingly, values of
U varied between 0.44 and 1.00 and those of W
varied between 0.04 and 1.00. As indicated in
Figure 1a, the variation in the values of W was
greater than those of U.

To test the sensitivity of U and W to sampling
effort, I simulated the comparison of two commu-
nities with the same genetic diversity and abun-
dance distribution, but differed in their membership
so that the fraction of overlap between them was
0%, 80% and 100%. For each level of overlap, I
calculated U and W when 50, 100, 200, 500 and 1000
individuals were sampled from each community
and each set of comparisons was replicated 1000

Table 3 Performance of statistical tests in detecting differences between simulated communities with the same membership and genetic
diversity, but different structures

Profiles of 
simulated 

communities 

Simulation 
results 

Profiles of 
simulated 

Communities 

Simulation 
results 

r 0.01
TreeClimber: 1.000 
UniFrac: 1.000 
WUniFrac: 1.000 
∫-LIBSHUFF: 1.000 
AMOVA: 0.038 
HOMOVA: 1.000 

r 0.75 
TreeClimber: 0.313 
UniFrac: 0.095 
WUniFrac: 0.141 
∫-LIBSHUFF: 0.124 
AMOVA: 0.054 
HOMOVA: 0.916 

r 0.25 
TreeClimber: 0.817 
UniFrac: 0.413 
WUniFrac: 0.335 
∫-LIBSHUFF: 0.761 
AMOVA: 0.035 
HOMOVA: 1.000 

r1.00 
TreeClimber: 0.876 
UniFrac: 0.271 
WUniFrac: 0.668 
∫-LIBSHUFF: 0.610 
AMOVA: 0.064 
HOMOVA: 1.000 

r 0.50 
TreeClimber: 0.053 
UniFrac: 0.051 
WUniFrac: 0.050 
∫-LIBSHUFF: 0.053 
AMOVA: 0.051 
HOMOVA: 0.056 

2.00 
TreeClimber: 1.000 
UniFrac: 0.908 
WUniFrac: 1.000 
∫-LIBSHUFF: 1.000 
AMOVA: 0.048 
HOMOVA: 1.000 

r

Abbreviations: AMOVA, analysis of molecular variance; HOMOVA, homogeneity of molecular variance.
The gray box represents communities that are not different from each other. The decimal values represent the fraction of 1000 simulations that
had a significant P-value. The distribution of A is proportional to r0.50 and the distribution of B is as indicated.
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times. Both U and W were sensitive to sampling
intensity (Figure 2). The mean value of U did not
change considerably with sampling intensity; how-
ever, the standard deviation of the observations
decreased with sampling effort. In contrast, the
mean value of W decreased with sampling intensity
for the three levels of overlap that were considered.
Most alarming was the observation in simulations
where the two communities had no overlap. In these
simulations, the mean value of W decreased from
0.716 to 0.626 as sampling increased from 50 to 1000

individuals per community. Finally, as mentioned
above, the standard deviation of W was considerably
larger than those observed for the values of U, but
the standard deviations showed little reduction with
increased sampling intensity when the communities
either had no overlap or 80% overlap. Since U and
W did not exhibit a consistent linear correlation
with the fraction of overlap between communities
and they were sensitive to sampling, use of U and W
as a measure of distance between communities is
not recommended.

Testing strategy
The simulations in Tables 1–3 have shown that for
specific community characteristics the power of the

Figure 2 The effect of sampling intensity on the unweighted
(U; a) and weighted (W; b) UniFrac values and their variation.
Each set of circles represents a separate set of simulations
described in Tables 1 and 2. Each circle within a set represents
1 of the 1000 randomizations performed for the simulation.

Figure 1 The effect of distance between two communities on the
unweighted and weighted UniFrac values (a) and the correlation
between the UniFrac values (b). Each set of circles represents a
separate set of simulations described in Tables 1 and 2. Each
circle within a set represents 1 of the 1000 randomizations
performed for the simulation.
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tests varies. Since it is not possible to ascertain what
test will perform the best, the question becomes,
‘which test is most appropriate?’ One strategy that
has been employed is to use each of the methods
and determine if there are any significant
differences between the communities; however,
there is a risk that this will be more likely to yield
significant P-values, although there is not a differ-
ence between the communities. Indeed, when I
analyzed the two communities in Table 1 that had
the same membership and structure (gray box) and
required that either TreeClimber, UniFrac, weighted
UniFrac,

R
-LIBSHUFF, AMOVA or HOMOVA be

significant, 255 of the 1000 randomizations yielded
a significant P-value. Ideally, less than 50 would
have been detected as there was no real difference
between the two communities. One approach would
be to correct for the multiple tests by forcing each
P-value to be less than 0.0083 (that is, 0.05/6 tests) to
be considered significant. Such a requirement could
be overly conservative and limit the power to detect
real differences. When applied to the shaded case in
Table 1, the probability of falsely detecting a
significant difference was 0.054. When applied to
the case where 95% of the membership of commu-
nity B is shared with community A and both
communities have the same genetic diversity, the
fraction of replicates correctly considered signifi-
cant decreased from 0.519 to 0.182. When applied to
the case in which the centroid of the two commu-
nities is the same, but the membership of
community B is 95% of the membership found in
community A, the fraction of replicates correctly
considered significant decreased from 0.342 to
0.067. These results indicate that it is necessary
to have a more robust method of implementing the
various tests.

To begin to develop a strategy for hypothesis
testing, I measured the correlation between the
results of the six tests for comparisons where there
was no true difference between communities
(Table 4). As expected, I found that the P-values
from the HOMOVA and AMOVA tests did not
correlate with one another and neither correlated
with the minimum P-values from

R
-LIBSHUFF.

Interestingly, the P-values from the TreeClimber,

UniFrac and weighted UniFrac tests had a marginal
correlation with each other. Although these methods
all use phylogenetic tree as input, they each
emphasize different characteristics of the tree,
which perhaps leads to the lack of correlation
between test statistics. The P-values from the three
tree-based methods showed no correlation with the
minimum P-values from

R
-LIBSHUFF. In the course

of the simulations, I observed that
R

-LIBSHUFF
generated low P-values when two samples were
both highly similar and different. In contrast,
TreeClimber and UniFrac generated low P-values
when two communities were different and high P-
values when they were the same. In light of this
result, I corrected the P-values for TreeClimber,
UniFrac and weighted UniFrac by subtracting those
P-values larger than 0.5 from 1.0. This was done so
that the four statistics could be compared on the
same scale. The resulting correlations between the
minimum

R
-LIBSHUFF P-value and TreeClimber,

UniFrac and weighted UniFrac were 0.238, 0.242
and 0.029, respectively.

Assuming that negligible correlations indicated
that the methods were testing independent hypo-
theses, I devised three classes of hypotheses. First,
AMOVA determines whether the genetic diversity
within each community is significantly different
from the genetic diversity of the pooled commu-
nities. Second, HOMOVA detects differences in
genetic diversity. Finally,

R
-LIBSHUFF, TreeClim-

ber, UniFrac and weighted UniFrac are generic tests
that detect these differences as well as differences in
the pivot between the communities and possibly
other unaccounted for differences between commu-
nities (for example, Table 2). Therefore, a more
sophisticated testing scheme should involve first
conducting parallel tests using AMOVA and HOMO-
VA and require significant P-values to be less than
0.05. For the third test, an investigator should select
one test among

R
-LIBSHUFF, TreeClimber, UniFrac

and weighted UniFrac and identify those P-values
less than 0.05 as significant. If AMOVA and
HOMOVA are not significant and the third test is
significant, then this result would indicate the
presence of a pivot between the communities.
However, if either AMOVA or HOMOVA is signi-
ficant and the third test is significant, then it would
not be possible to determine whether a significant
pivot existed between the communities.

Discussion

The recent improvements in sequencing quality and
capacity, interesting experimental designs and a
desire to test ecological theory developed for
macroorganisms at the microbial level have allowed
microbial ecology to develop from an observational
to an experimental discipline. To match this
development, it is necessary to continue to develop
and refine the available statistical tools. In this

Table 4 Pearson correlation coefficients of P-values generated by
different tests for comparison of samples drawn from two
communities with the same membership and structure

Tree
Climber

Uni
Frac

WUni
Frac

R
-

LIBSHUFF
AMOVA

UniFrac 0.545 — — — —
WUniFrac 0.402 0.248 — — —R

-LIBSHUFF 0.061 0.006 0.024 — —
AMOVA 0.144 0.039 0.489 0.052 —
HOMOVA 0.109 0.030 0.094 �0.008 �0.007

Abbreviations: AMOVA, analysis of molecular variance; HOMOVA,
homogeneity of molecular variance.
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analysis, I have reconsidered the existing tools using
simulated communities with known properties to
validate previously held assumptions about the
methods and to provide guidance to the field
regarding how best to use the different methods.

A necessary limitation of these simulations was
the representation of biodiversity in a two-dimen-
sional space. In reality, 16S rRNA gene sequences
would need to be represented by hundreds of
dimensions. Regardless, the results obtained in
these simplified simulations are generalizable to
the more complicated reality. The results of the
simulations in Tables 1–3 make it clear that AMOVA
tests whether two communities have the same
centroid. Alternatively stated, AMOVA determines
whether the genetic diversity within each commu-
nity is significantly different from the average
genetic diversity of both communities pooled to-
gether. HOMOVA tests whether the genetic diversity
is the same in multiple communities. The specific
hypotheses that the other methods evaluate are less
obvious. It has been claimed that UniFrac has the
potential to determine whether a community has
lineages that are evolving faster than another line-
age. This would suggest that UniFrac is a tree-based
version of HOMOVA; however, the simulations
demonstrate that this is not the case. UniFrac
detects any differences in the communities that
result in the ability to attribute the total branch
length of a tree to one particular community. The
weighted UniFrac attempts to perform a similar test
with a different weighting scheme. TreeClimber is
related to the UniFrac methods and attempts to
detect differences in the community that result in
the ability to attribute sections of a tree’s topology to
specific communities. Finally,

R
-LIBSHUFF evalu-

ates the significance of the probability that the
closest relative of any sequence is from the same or
different community. As indicated by the correlation
values, these tests evaluate similar but seemingly
different questions.

The advantage of AMOVA and HOMOVA is their
ability to address specific questions that have
ecological meaning. Shifts in genetic diversity are
ecologically meaningful. Less clear is the ecological
meaning of a pivot between two or more commu-
nities, except that it indicates that the community
structures are different. Another advantage of AMO-
VA and HOMOVA over the other methods is the
ability to incorporate more sophisticated experi-
mental designs including replication, multiple
factor analysis and regression. Although the ability
to construct a phylogenetic tree improves the
flexibility of an analysis, the methods that analyze
trees are currently limited by their inability to
analyze complicated designs and to isolate tests for
specific ecological differences.

A limitation of any significance testing method is
that the test provides a probability that the same or
more extreme result could be observed by chance.
Such a probability does not indicate the similarity of

two or more communities. The simulations con-
ducted in this study have shown that the previous
assumptions regarding the ability to detect subsets
using

R
-LIBSHUFF were incorrect. Furthermore, the

simulations also indicated that U- and W-values are
not appropriate distance metrics for constructing
dendrograms or ordination plots. Such questions are
answered best by using statistical models that
predict community parameters as well as the over-
lap in membership or structure between two com-
munities using OTU-based approaches. Finally,
hypothesis-testing methods can only detect statisti-
cally significant differences; they do not necessarily
predict an ecologically significant difference. As the
search continues to identify and quantify interac-
tions between microbes and their environment,
parallel use of statistical and biological tools will
be essential.
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